HEAPSORT

O algorytmie:

**Sortowanie przez kopcowanie** (ang. *heapsort*) – jeden z algorytmów sortowania, choć niestabilny, to jednak szybki i niepochłaniający wiele pamięci (złożoność czasowa wynosi ![\scriptstyle \mathrm O(n \log n),](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEEAAAAOBAMAAACC12zPAAAAMFBMVEX///8EBARAQECKiorMzMyenp4wMDAiIiIWFha2trYMDAx0dHRiYmJQUFDm5uYAAADzKS0pAAAAAXRSTlMAQObYZgAAARpJREFUGBldUbFKA0EUHHN7t2xMDutUh6Bglw8QPGst8gGKH5DmCgvTpbUwBP0AD7uASBorIwS0C5GAxCqBq6w89ROct7eS04F9M/N23luOAwoYx38ojEv2paRX8tnKfDIFvKbV5mJ1KyqQEg5getAiCYbLWJdBPQPecOn6/xJhwv5XCzjBEz46o0h2HI1a/qKdOJ8ycd3nibcwvMU3E6qL0zV04HyPCdmxhx18bigOTOsRNvfRhvOS0BGwjTm8pDZziWrGi8JzCGoA/w4PqIyrB0yYFOf1CV8ufOpT5otlhnfoOLiHOusfPzZ144a7xZso6HKLIMgsFWUXOR8UVGIMhQnlWta8wnf2kN9kWyxXv4Jck/9gMYYX/wB+LkwGH63E8QAAAABJRU5ErkJggg==) a pamięciowa – ![\scriptstyle \mathrm O(n),](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAAOBAMAAABTMGi/AAAAMFBMVEX///8EBARAQECKiorMzMyenp4wMDAiIiIWFha2trYMDAx0dHRiYmJQUFDm5uYAAADzKS0pAAAAAXRSTlMAQObYZgAAALVJREFUCB09jD0OAUEYhp/Yn8kiG0fYhkTnBqancANX0OqcYCMcgFYiolFRbEInRENFolJZHME3M+JN5n2/eb4fcIpMxNp9rB+t76zn+wN4DVuHxuMZUYqygJJpqBNcGDkS9yTfHeiy5dnfJDAVMhnK01WWcz6Q/maa1HlVfBkwRCVQ44zXK5/clj8jWLCmkBVbQgI5kl9vdx4oHa6IknAge0bh3UZBs7QF+HJD1OZPGFuS4ekvQnEp7hKhnZ4AAAAASUVORK5CYII=) przy czym jest to rozmiar sortowanych danych, złożoność pamięciowa dodatkowych struktur wynosi ![\scriptstyle \mathrm O(1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABwAAAAOBAMAAADOPWE3AAAAMFBMVEX///8EBARAQECKiorMzMyenp4wMDAiIiIWFha2trYMDAx0dHRiYmJQUFDm5uYAAADzKS0pAAAAAXRSTlMAQObYZgAAAJlJREFUCB01jT0KwkAQhT9NsksQcgZBFOxyA+cAFt7AK3iSIHqA2KbxAjaKduJPo5VCKrvgFZzduA/mvfmYBwOtUo1M/gBXt510mvMFohwjGG1UpAWW6CD0cuwdnqygI2QLvjOYc/TIhnIJpQxbLPx1wjig7cOIRyjHFcmWXUCa17vmQ3IbkGrTy9QuuqLmFOt3mDrzWjvf8wONqyFgtAmgEAAAAABJRU5ErkJggg==); jest to zatem algorytm sortowania *w miejscu*). Jest on w praktyce z reguły nieco wolniejszy od sortowania szybkiego, lecz ma lepszą pesymistyczną złożoność czasową (przez co jest odporny np. na atak za pomocą celowo spreparowanych danych, które spowodowałyby jego znacznie wolniejsze działanie).

Podstawą algorytmu jest użycie kolejki priorytetowej zaimplementowanej w postaci *binarnego kopca zupełnego*. Zasadniczą zaletą kopców jest stały czas dostępu do elementu maksymalnego (lub minimalnego) oraz logarytmiczny czas wstawiania i usuwania elementów; ponadto łatwo można go implementować w postaci tablicy.

Algorytm sortowania przez kopcowanie składa się z dwóch faz. W pierwszej sortowane elementy reorganizowane są w celu utworzenia kopca. W drugiej zaś dokonywane jest właściwe sortowanie.

Testy:

Załączam przykładowy plik inputowy (wygenerowany programem pomocniczym do jednego z pierwszych zestawów(4000 liczb)) i outputowy.